Large Deviations and Importance Sampling of the M/M/∞ Queue

This paper describes Monte Carlo simulations for the estimation of the transient probability that the infinite server queue with exponentially distributed servers reaches high levels within a predefined time window. Under the light traffic assumption this is a rare event. The simulations are accelerated by applying importance sampling.
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Introduction

The infinite server queue, denoted by M/G/∞, is a queueing model with infinitely many servers who are accessed by customers arriving according to a Poisson process. The service demands of customers are independent, identically distributed random variables, independent of the Poisson arrival process. Customers leave the system after service. These systems are used, for instance, to model buffer resources in telecommunication systems or in computer networks, where, of course, these resources have finite capacities. However, the capacities are typically large to accommodate a huge number of connections (customers), and as long as the system has not reached its limits, it behaves statistically similar to our infinite server model. Then it may be relevant to know how quickly the full system state will be reached (if at all!) when one observes the system at some arbitrary instant. We will not study this issue in full detail but rather we pick some specific problem related to this matter. We are going to assume that the queue is empty, i.e., all server are idle, at the time instant at which we observe the queue. Then we like to find the probability distribution function of the first passage time of high levels, because this would give us all the statistical information about the chances of a full buffer (in the finite system). In this paper we investigate this problem in case of exponentially distributed servers only, i.e., the M/M/∞ model. We shall point out an exact approach which leads to a numerical algorithm, a large deviations approach which gives rough approximations, and an efficient importance sampling simulation for accurate estimates.

The model

Consider a sequence of processes \( \{X_n(t) : t \geq 0\}, \ n=1,2,\ldots, \) where \( X_n(t) \) represents the number of busy servers at time \( t \) in a M/M/∞ model with Poisson \((n \gamma)\) arrivals, and with exponentially distributed service demands with rate \( \mu \). We assume light traffic, i.e., \( \gamma < b \mu \).

The first passage times of the \( n \)-th system are

\[
T_n(k) = \inf\{ t \geq 0 : X_n(t) = k \} \quad (k = 1, 2, \ldots)
\]

where \( X_n(0) = 0 \). The target probabilities are

\[
f^{(1)}_n = P(T_n([nb]) \leq t), \quad f^{(2)}_n = P(T_n([nb]) \in (t, t+1]),
\]

for some time horizon \( 0 < r < \tau \), some (scaled) overflow level \( b > 0 \), and for large \( n \). In other words, we consider M/M/∞ queues where the arrival rates \( \lambda = n \gamma \) and the hitting levels \( B = [nb] \) are growing proportionally to fixed constants \( \gamma \) and \( b \).

The Laplace transform of the first passage time density from state 0 to state \([nb]\) is the product of the Laplace transforms of the densities of going just one level higher:

\[
\eta_{b,[nb]}(s) = \prod_{i=1}^{[nb]-1} \eta_{b,i+1}(s).
\]

These transforms satisfy a recurrence relation [6],

\[
\eta_{b,i+1}(s) = \frac{\lambda}{\lambda + \mu + s - i \mu(s_i(s))}
\]

Thus, the Laplace transform of the cumulative distribution function of the first passage time is \( \eta_{b,[nb]}(s) / s \), which we invert using an algorithm developed by Den Iseger [5].
Large deviations

Consider the scaled processes: \( z_n = \{ z_n(t) = X_n(t)/n : 0 \leq t \leq W \} \), where \( n = 1, 2, \ldots \). Convergence of these processes are studied in [12]. Let \( \Phi \) be the set of absolute continuous functions \( \phi : [0, r] \rightarrow \mathbb{R} \). Then the scaled processes converge in probability to a specific \( \phi_\infty \in \Phi \), called the most likely path:

\[
\lim_{n \to \infty} \mathbb{P}( \| z_n - \phi_\infty \| < \varepsilon ) = 1 \tag{2}
\]

The consequence is that when we simulate the queueing model for large \( n \) (in the standard way), almost all realizations stay ‘relatively close’ to \( \phi_\infty \) (see Figure 1). In fact,

\[
\phi_n(t) = \frac{\gamma}{\mu} (1 - e^{-\gamma t}) \quad (0 \leq t \leq r)
\]

However, we are interested in the event that the process reaches high levels. Consider any \( \phi \in \Phi \) which starts in 0, and reaches \( b \) at or before the horizon \( r \), called an overflow path. The probabilities that the scaled processes stay close to \( \phi \) satisfy a large deviations convergence [12]:

\[
\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}( \| z_n - \phi \| < \varepsilon ) = -J(\phi),
\]

where \( J(\phi) \) is a functional on the set \( \Phi \). Among all these overflow paths, there is a unique one that minimizes the functional. It is called the optimal path to overflow, denoted by \( \phi^* \), and it has the form

\[
\phi^*(t) = \frac{c}{\mu} (e^{\gamma t} - 1) + \frac{\gamma}{\mu} (1 - e^{-\gamma t}) \quad (0 \leq t \leq r) \tag{3}
\]

where \( c \) is a constant which takes care of \( \phi^*(0) = b \). We have shown in [10] that the hitting probabilities converge logarithmically:

\[
\lim_{n \to \infty} \frac{1}{n} \log I_n = \lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}( \| z_n - \phi^* \| < \varepsilon ) = -J(\phi) \tag{4}
\]

(Monte Carlo Simulation)

The process \( \{ X_n(t) : t \geq 0 \} \) of the number of busy servers in the infinite server queue with Poisson arrivals and exponential servers is easy to simulate, since it is a Markov chain with exponential holding times. The unbiased estimator \( Y_n \) of \( I_n \) based on a single realization is defined as

\[
Y_n = \frac{1}{n} \sum_{t=1}^{n} I_t
\]

(This holds for both target probabilities!) When we simulate the infinite server queueing model for large \( n \), and when we find a realization which hits level \( nb \) for the first time at or before horizon \( r \), then - almost certain - this realization stays ‘close’ to the function \( nb \) all the time (see Figure 2).

The large deviations asymptotic (4) can be used to give a rough approximation of the hitting probability: \( \mathbb{P}(\| z_n - \phi^* \| < \varepsilon ) \). Figure 3 shows the relative errors of this approximation when compared to the exact computations of section 2. That the error increases for larger \( n \) might be caused by the numerical instability of the recursion of the Laplace transforms. Thus, for larger \( n \) we need other approaches to get more reliable estimates.
\[ Y_n = 1\{T_n \{np \in \{l_t \mid t \leq r\} \}\}. \]

In the crude Monte Carlo (CMC) simulation we draw \( k \) i.i.d. copies of \( Y \), whose average is the CMC estimator. For large \( n \) the target probability becomes too small for the CMC to be tractable. For instance, in the scenario of Figure 1, when \( n=100 \) the hitting probability is \( P^{(2)}=3.11 \times 10^{-9} \). Then to obtain an estimate for which the 95\% confidence interval has a relative width of less than 20\%, we need to simulate about \( 3 \times 10^{10} \) samples. It would take on my 2.79 Ghz, 1MB RAM PC about 52 days.

**Importance Sampling**

Importance sampling is a variance reduction technique to overcome the problem of many simulation runs without successful observations. In importance sampling we simulate under another probability measure, say \( P' \), such that the original measure \( P \) is absolutely continuous relative to this new measure. The new estimator becomes \( Y', n = L Y'_n \), where \( L \) denotes the likelihood ratio, \( L = dP/dP' \). Clearly, the new estimator is unbiased.

Finding a good new probability \( P' \) is the main issue in importance sampling. The criterion is to keep the relative error, \( \sqrt{\text{Var}[Y'/Y]} \), as small as possible. The best performance is obtained when the relative error remains bounded as \( n \to \infty \). Then the number of samples required to achieve a fixed relative error is constant for all \( n \). However, in practice this is difficult to find. Slightly weaker is the concept of asymptotical optimality [4]:

\[
\lim_{n \to \infty} \frac{\log E[(Y'_n)^2]}{\log E[Y_n^2]} = 2 \tag{5}
\]

This yields good performance and considerable variance reductions, and typically, the relative error increases polynomially. A way to find a good new probability \( P' \) is to implement an exponential change of measure [1, 4]. That is, the distribution functions of the random variables are exponentially tilted. For overflows problems in queueing systems such as \( M/G/c \) it is already a long time well-known how to find an optimal exponential change of measure after a large deviations analysis of the problem, see for instance the early papers of [2, 3, 7, 9, 11]. The resulting importance sampling algorithm is static, in the sense that the change of measure induces fixed new statistical laws to generate the samples throughout the entire simulation.

**Dynamic change of measure**

We consider a family of twisted probability measures \( P^\theta \) that are candidates to be implemented for executing importance sampling simulations of the queueing model in order to estimate \( I_\theta \). The probability measures are induced by constructing the statistical laws of stochastic processes associated with the queueing model. Let \( \theta : [0, \tau] \to \mathbb{R}_+ \) be a nondecreasing continuous function, called the twisting function. Then we define for \( 0 \leq t \leq \tau \) the twisted arrival and service rates by

\[
\nu^\theta(t) = \nu e^{\theta(t)}, \quad \mu^\theta(t) = \mu e^{\theta(t)}
\]

For each \( n \) we consider the Markov jump process \( \{X_n^n(t), M_n^n(i) : t \geq 0\} \), where \( X_n^n(t) \) represents the number of busy servers in the infinite server queue at time \( t \), and \( M_n^n(i) \) is the time epoch of the last jump of \( X_n^n(\cdot) \) before or at time \( t \). Suppose that \( M_n^n(i) = s \) was the last jump time of the process before epoch \( t \), bringing the number of busy servers to \( X_n^n(s) = i \). Then the holding time until the next jump is exponentially distributed with rate \( q_n^n(i,s) = \mu^\theta(s) + \nu^\theta(s) \). The next state (at the new jump time) is \( i+1 \) with probability \( \nu^\theta(s)/q_n^n(i,s) \) or \( i-1 \) with probability \( \mu^\theta(s)/q_n^n(i,s) \). In this way we have implemented a new measure \( P^\theta \) which is indirectly determined by these state-time dependent arrival and service rates.

Similar to section 3, the scaled processes \( X_n^n(t) = X_n^n(t)/n : 0 \leq t \leq \tau \) converge in probability to a deterministic most likely path
The consequence is that when we execute importance sampling simulations of the infinite server queueing model using the new probability measure \( P^\theta \), almost all realizations stay ‘relatively close’ to the function \( n^T I^m \). As an example, we have implemented two different twisting functions \( T^x() \). In the first implementation the most likely path \( f_{\text{cm}}^m \) is the straight line to over flow at time \( mT I^m \):

\[
f_{\text{cm}}^m(t) = \frac{b}{\tau} t.
\]

In the second example we choose the twisting function constant \( \theta^x() = \theta \). Both implementations are depicted in Figure 4: the most likely path, and a typical scaled sample path.

Now suppose that we can find a twisting function \( \theta^*(x,y) \), such that for the associated new measure \( P^* \) holds that the most likely path is exactly the optimal path \( I^m \) to over flow under the original measure \( P \) (see (3)):

\[
\lim_{n \to \infty} P^\theta \left( \| Z_n - I^m \| < \epsilon \right) = 1
\]

When we do all the calculus, based on the large deviations expressions in [12], we find that

\[
\frac{\theta^*(x,y)}{\theta(x,y)} = \frac{\sqrt{2\pi x^2 + 4xy\mu}}{2\gamma}
\]

with \( \mu = 1.0, b = 1.0, r = 5.0, \tau = 5.5 \).

Simulations were executed for increasing values of the scaling factor \( n \). The performances of the CMC and IS estimators were compared as follows.

- The relative error \( \delta^x() \) of the estimator with respect to the exact value, see section 2.
- The relative error \( RE^x() \) of the estimator, i.e., the ratio of its standard deviation to its mean of the sample average estimator.
- The ratio in the left hand side of (5). This ratio tends to 1 for the CMC estimator. The closer to 2, the better the estimator is, i.e., giving more variance reduction.
- The efficiency gain, which is defined by

\[
\frac{\text{Var}[Y^x_n] \times \text{CPU}[Y^x_n]}{\text{Var}[Y^x_n] \times \text{CPU}[Y^x_n]}
\]

Table 1 summarizes the results. The CMC was executed up to \( n = 50 \), because for larger \( n \) there were no overflow observations. However, the relative errors \( RE^x() \) can be estimated using the exact values of \( l_n \) and using the exact values of \( l_n \). Similarly we estimated the gain by running small sample sizes for the timing.

Table 1 shows that the IS relative errors increase at a very low pace. The ratio (5) stabilizes around 1.95, close to 2, showing asymptotic optimality. The gain is huge for large \( n \). Also we see that for large \( n \) \((n \geq 400)\) the estimates seem to degrade, but this effect is due to the numerical errors of the recursion and the inversion in the exact method.

### Table 1: Estimates and estimator performance for exponential servers (relative errors \( \delta \) and \( RE \) are in percentages.)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( l_n )</th>
<th>( \delta(\text{CMC}) )</th>
<th>( \delta(\text{IS}) )</th>
<th>( \text{RE(\text{CMC})} )</th>
<th>( \text{RE(\text{IS})} )</th>
<th>Ratio(IS)</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>3.20E+02</td>
<td>0.48</td>
<td>0.12</td>
<td>0.55</td>
<td>2.85</td>
<td>1.53</td>
<td>1.3</td>
</tr>
<tr>
<td>20</td>
<td>7.79E+02</td>
<td>0.17</td>
<td>0.19</td>
<td>1.13</td>
<td>2.10</td>
<td>1.76</td>
<td>10</td>
</tr>
<tr>
<td>30</td>
<td>1.43E+03</td>
<td>1.77</td>
<td>0.99</td>
<td>2.61</td>
<td>1.82</td>
<td>1.85</td>
<td>69</td>
</tr>
<tr>
<td>40</td>
<td>2.39E+04</td>
<td>1.93</td>
<td>2.18</td>
<td>6.40</td>
<td>1.76</td>
<td>1.89</td>
<td>463</td>
</tr>
<tr>
<td>50</td>
<td>3.83E+05</td>
<td>4.41</td>
<td>1.90</td>
<td>15.81</td>
<td>1.67</td>
<td>1.91</td>
<td>3069</td>
</tr>
<tr>
<td>100</td>
<td>3.11E+06</td>
<td>1.92</td>
<td></td>
<td>1793</td>
<td>2.04</td>
<td>1.94</td>
<td>2.34E+07</td>
</tr>
<tr>
<td>150</td>
<td>2.15E+07</td>
<td>0.43</td>
<td></td>
<td>215677</td>
<td>2.75</td>
<td>1.95</td>
<td>1.92E+11</td>
</tr>
<tr>
<td>200</td>
<td>1.40E+07</td>
<td>0.29</td>
<td></td>
<td>3.85</td>
<td>3.85</td>
<td>1.95</td>
<td>1.53E+01</td>
</tr>
<tr>
<td>250</td>
<td>8.77E+07</td>
<td>8.94</td>
<td></td>
<td>4.79</td>
<td>1.95</td>
<td>1.87E+09</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>5.40E+07</td>
<td>7.36</td>
<td></td>
<td>5.89</td>
<td>1.95</td>
<td>1.95E+02</td>
<td></td>
</tr>
<tr>
<td>350</td>
<td>3.27E+08</td>
<td>4.47</td>
<td></td>
<td>11.92</td>
<td>1.94</td>
<td>1.95E+02</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.97E+08</td>
<td>12.23</td>
<td></td>
<td>6.93</td>
<td>1.96</td>
<td>4.31E+03</td>
<td></td>
</tr>
<tr>
<td>450</td>
<td>1.17E+08</td>
<td>19.28</td>
<td></td>
<td>7.20</td>
<td>1.96</td>
<td>7.90E+03</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>6.94E+08</td>
<td>11.68</td>
<td></td>
<td>12.85</td>
<td>1.95</td>
<td>3.51E+03</td>
<td></td>
</tr>
</tbody>
</table>

We consider here the window problem of estimating \( l_n = l_n^{(2)} \). The data are

\[
\gamma = 0.5, \mu = 1.0, b = 1.0, r = 5.0, \tau = 5.5.
\]
Alternative implementations of importance sampling

In this section we consider the following alternative implementations.

- The twisting function \( \theta(.) \) is determined by the straight line \( \phi(t) = bt/w \) to over flow, see Figure 4. This gives faster execution time. However, the estimates turn out to be of poor quality and show relative errors up to 100%.

- The twisting function \( \theta(.) = \theta \) is constant. The estimates are even worse than the previous alternative.

- A fast execution (faster than the optimal of the previous section) with good estimates is obtained by calculating off-line the optimal twisting function \( \theta'(.) \) at a finite number of points, and then apply linear interpolation. We have implemented this approach while using 10 up to 50 subintervals of the simulation period \([0, T]\). The results are rather “insensitive” to the number of intervals and show the following performance of the estimator. The relative errors and the log ratio of this linear estimator are approximately the same as the corresponding performance of the continuous IS estimator. There is an improvement of the gain, where Table 2 gives the gain with respect to the continuous estimator. Notice the outlier which may occur because we ran each simulation experiment just once.

Conclusion

We have developed a fast importance sampling algorithm for rare event simulations in the infinite server queue with exponential servers. The algorithm is a linear interpolation approximation of an asymptotically optimal importance sampling algorithm that resulted from the large deviations analysis of the queueing model. The algorithm is generalized to queueing models with generally distributed servers in [10].
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<table>
<thead>
<tr>
<th>( n )</th>
<th>( \delta )</th>
<th>( RE )</th>
<th>ratio</th>
<th>gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.45</td>
<td>1.68</td>
<td>1.91</td>
<td>3.40</td>
</tr>
<tr>
<td>100</td>
<td>2.27</td>
<td>1.98</td>
<td>1.94</td>
<td>4.51</td>
</tr>
<tr>
<td>150</td>
<td>8.18</td>
<td>2.75</td>
<td>1.95</td>
<td>4.33</td>
</tr>
<tr>
<td>200</td>
<td>0.77</td>
<td>3.74</td>
<td>1.95</td>
<td>4.36</td>
</tr>
<tr>
<td>250</td>
<td>4.81</td>
<td>5.53</td>
<td>1.94</td>
<td>2.09</td>
</tr>
<tr>
<td>300</td>
<td>7.44</td>
<td>9.30</td>
<td>1.93</td>
<td>9.05</td>
</tr>
<tr>
<td>350</td>
<td>7.18</td>
<td>10.66</td>
<td>1.94</td>
<td>26.96</td>
</tr>
<tr>
<td>400</td>
<td>5.03</td>
<td>19.17</td>
<td>1.93</td>
<td>1.46</td>
</tr>
<tr>
<td>450</td>
<td>5.67</td>
<td>18.76</td>
<td>1.94</td>
<td>0.17</td>
</tr>
<tr>
<td>500</td>
<td>10.59</td>
<td>9.17</td>
<td>1.96</td>
<td>5.47</td>
</tr>
</tbody>
</table>

Table 2: Performance of the IS estimator when the optimal twisting function \( \theta'(.) \) is approximated linearly on 30 subintervals. Gain with respect to the original IS estimator.